Automatic subarray detection in microarray images
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Abstract. In this work a novel algorithm for automatic sulagr detection in
microarray images, taking into account the suprenmortance of this step for
a subsequent accurate microarray image analysieseribed and evaluated.
Initially, in the detected microarray area, a nopebfiling projection-based
method derives the subarray grid. During grid déac spot spacing is
estimated and used for exact subarray location.atiearacy and efficiency of
the approach is validated in three different dadebaof real distorted
microarray images giving 58.82%, 100% and 83.33%rdree detection of
subarray position.
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1 Introduction

DNA microarray technology has empowered the sdientommunity to understand

the fundamental aspects, underlining the growthdewalopment of life as well as to
explore the genetic causes of anomalies occurnnthe functioning of the human

body, offering a powerful measurement tool of gerpression activity. In a typical

microarray setting, thousands of cDNA clones atgotically spotted onto coated

glass slides in a highly condensed array. The inédion extracted in a single

microarray experiment is derived almost exclusiviehm the spot intensities of a
digital image [1]. Due to the nature of the acdiosi process, microarray images
contain noise, such as dust, fingerprints, smatligas, distortions from the optical

components and electronic noise. Furthermore, ionst misalignment and local

deformations of the ideally rectangular grid ofteatur and consequently, affect the
accuracy of the further data analysis.

The whole image is composed by a matrix of equafhaced blocks called
subarrays. Each subarray consists of a certain eurmbrows and columns, not
necessarily the same. As shown in Fig.1, a typiuatoarray image contains several
equal-size subarrays. The spots in a subarray raaeged in a relatively uniform
spacing with each other. They have a roughly cacghape, though some show
significant deviations from this shape due to theezimental variation of the spotting
procedure. In general, the shape and the sizeecdgbts may fluctuate, significantly,
across the array. Typical values of the spot-raitisreal microarray image are: 2, 5,
9 and 12 pixels, while the spacing along the roases from 17 to 22 pixels and the
spacing along the columns takes values betweend 4 pixels [2].



The ideal microarray image (Fig.1) has the follogvproperties [3]:

1. the size of the subarrays is identical,

2. the spacing between subarrays is regular,

3. the location of the spots is centered on the ietdiwns of the lines of the
subarray,

the size and shape of the spots is circular aisdlie same for all the spots,
the location of the grids is fixed in images fagigen type of slides,
there is no dust or contamination on the slidefaradly,
the background brightness is minimal and uniformoss the image.

In typlcal microarray images, none of these praeeris satisfied. The aim of the

image pre-processing methods is to restore theeptiep of the ideal microarray
image in distorted images.
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Fig.1. lllustration of an ideal microarray image with ctarg shape.

Microarray image processing consists of five tatkat are carried out
sequentially: gridding or addressing, segmentatiprntification step, normalization
and the data mining step [4-6]. The first critistdge in the image analysis process is
referred to the identification of the spot cent@ra microarray image or usually in a
subarray or subgrid image so as to facilitate tdressing procedure. In the last
decade, many approaches for solving the griddiraplpm have been done in the
field of the bioinformatics but rarely the pre-pessing step of the subarray detection
is taken into consideration [7-12].

In a considerable number of the proposed methcafgrring to the gridding
problem, it is arbitrarily assumed that the subgraave been identified, either
manually or automatically and the whole approackvisluated in a single subarray
image specified by the researcher. However, theaseelieen a remarkable effort by
few researchers [13-16] to overcome this assumpiwh to give a solution to the
problem of the subarray detection. The disadvantdgbose approaches lies in the



fact that the methods have not been tested in anicyp images with high level of
noise.

In the next section, a detailed outline of the st#ya detection problem is
presented. The novel algorithm is applied in re@roarray images whether the level
of the noise is high or low. In section 3, the ekpental database and a number of
representative examples are shown. Finally, a shectssion on the results is given.

2 Subarray detection

The proposed method is subdivided into five ma@pst as shown in Fig.2, requiring
only four explicitly defined parameters, i.e. thember of microarray and subarray
grid-rows and grid-columns. In Fig.3, a set of mamray image parameters and their
definition in the rest of this document is presdntdhe subarray spot spacing
parameter, although is preferred to be known ariptitocan be easily estimated and
evaluated during step (d), as shown in Fig.2. Ailyesstimation of the subarray spot
spacing can be done by dividing the width of thage in pixels with the expected
number of spot columns, i.e. the product of the Inemof grid columns and subarray
grid columns K.* ne). Another parameter that proves to be valuablesteating the
microarray grid is the spacing of subarrays in bothnd y axis as shown in Fig.1.
Generally, the space between subarrays is notamnistit a very small variance in a
typical microarray image is met. Depending on tkgegimental image database, such
a parameter may not be fixed, but there should beaat a bounded estimation either
in absolute pixel value, or as a function of sgtcing. If this parameter is not known
a priori it can be estimated, when needed, as itbestin step (e).
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Fig.2. Flowchart of the proposed subarray detection atkth



In the first step the microarray image is convelitg#dd a gray-scale image and a
median filter is applied to reduce “salt&peppekdinoise. Next, a binary version of
the image is constructed, utilizing a thresholelgrroduced by Otsu's method [17].

Parameter Symbol
Number of microarray grid columns <N
Number of microarray grid rows N
Number of subarray grid columns coll
Number of subarray grid rows rold
Spot spacing d
Subarray spacing in X axis «D
Subarray spacing in Y axis yD
Subarray width W= * d
Subarray height H=no,*d

Fig.3. Description of the set of image parametesed in the proposed method.

The second step determines the rectanguiporreghat envelops the important
data of the microarray image. This is performeddmating the first and the last row
and column in the binary image, where the brigltnesm exceeds a specified
threshold. The threshold may vary, depending ongégemetry of the grid and the
noise of the image. In the microarray images ofttinee tested databases, a threshold
equal to the estimated spot spacing is proved ta keafficient choice. The actual
cropping process is performed on a greater rectangegion than the located rows
and columns avoiding the loss of important data. éxpansion of the original
rectangle by a value equal to the threshold preslyoderived on every dimension,
has proved to be sufficient.

The next step is determining the grid alignmentlamgferring to horizontal and
vertical axis. To accomplish this rotation, an aiigent evaluation function is required
performing the following estimations:

1. the sum of white pixels of each row of the imagg),S

2. the maximum sum M of all rows: M=max(S(r))

3. the number of rows g, satisfying the following condition: S(r) > M — Th,
where Th is a threshold, estimated automaticallyaafinction of spot
spacing.

4. the number of rows g, satisfying the following condition S(r) < Tl , wiee
the threshold Tl is estimated also automaticallg &snction of spot spacing,

5. the value of the alignment evaluation function igeg by the sum of G,
and Gy,

An alternative implementation of the proposed eatibn function can be achieved
deriving the corresponding parameters column-wieeboth implementations the



evaluation function counts the rows (columns), wheery high and very low
accumulated brightness across rows (columns) is met

The greater the evaluation function, the betted glignment is achieved. The
evaluation function is applied on a set of imagesdpced by rotating the cropped
binary image (created at step (b)) in the rangapdlication-specific angles. The
rotated image with the greater evaluation functiefines the desired alignment. In
practice, relatively small angles (less than 5 deg) should be applied, and therefore
in the third step high accuracy and low computati@momplexity can be achieved.

During the fourth step, individual spots tie fligned binary image are identified
and labeled, detecting the isolated white areaf [& center of each spot is located
by estimating the mean pixel of each isolated dfawlly, spot spacing, if not known
a priori, can be estimated by the most frequentlalistance of successive spot
centers.

In the last step, the grid detection takeselasing an artificial binary image
generated by drawing filled circles using as centétre previously detected spot
centers and radius equal to the 70% of the spatirspdderived or known a priori).
In the artificial image, the subarray detectionoaiidpm locates “empty” regions on
the x and y axis of the image where the sum ofroakior rows respectively is less
than a specific threshold, indicating the possibléstence of a grid line. This
procedure is repeatedly executed, starting fronmelatively small threshold and
increasing it until specific criteria are met f@oh axis separately. These criteria are:

1. The distance between successive grid-lines mustifién specific limits.

2. The number of the detected grid lines must be etwathe number of

expected number of grid columns or rows plus one.

The limits of the grid line distance of the firgtterion depend on the geometrical
features of the input microarray image. Actualhe tetected grid line distance may
vary from at least \){to a maximum of W, + D, horizontally or from H,to Hsa+ Dy
vertically. If the parameters,Dand 0 are not known a priori, they can be estimated
from the width of detected “empty” regions.

3 Experimental results

The proposed method was evaluated in three datmbaseoded in gif-formatted
files. The “Human Sarcomas” database contains 3dromiray images of 32
subarrays, each one consisting of 6 x 8 spots [MI$. “Young_vs_Old_Transgenic”
database consists of 14 microarray images contpddhsubarrays of 29 x 30 spots
[20]. A total number of 36 cDNA microarray imagesrf the “Lymphoma/Leukemia
Molecular Profiling Project” (LLMPP) consists thaind database, in which each
image contains 16 subarrays of 24 x 24 spots [21].

The automatically defined thresholds for all miagrag databases are the same
for all databases: Th=2 *d, Tl = 2 * d. A godabéce for the crop-threshold is twice
the estimated spot spacing. Only in the LLMPP dadabthe microarray alignment
process derives significant projection angles. &fwee, the searching area of the
microarray alignment is extended to [-3, 3] degrees



The proposed method, regarding to tHeman sarcomas” database, has detected
all subarrays in the 58.82% of the available imageshown in the example of Fig.4.
The algorithm was proved to be inefficient for anfaer of images, strongly distorted
during the microarray experiment. Fig.5 (a) depi&tgortion of a microarray image
where a number of low brightness spots can be wbdewrhile strong “salt&pepper”
noise is also present (76168.gif). This resultghie loss of valuable information
during the binary image generation and consequentlthe misevaluation of spot
spacing and the misalignment of the detected ¢miérig.5 (b) another example of an
extremely distorted image (71824.gif) is illustditevhere although the spot intensity
is adequate, the noise level is too high. It mesibted that both images in Fig.5
were inverted and adjusted to contrast level alowihe reader to perceive the
importance of the problem. It has to be mentionkeat tin “Human Sarcomas”
database the total number of subarray-spots isidemably small and the spacing
between adjacent spot is greater than typical mistanet in other databases. These
effects allow the proposed method, during stept@yyrongly assign “salt&pepper”-
like noise as spot centers.

Fig.4. Original microarray image from the “Human Sarcsitndatabase, the corresponding
artificial generated image and the detected supgrra



low tyghtness spot heavily noisy image
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Fig.5. (a) Portion of a microarray image, containechia tHuman Sarcomas” database with
low brightness spots, (b) Example of a heavily paisage in the “Human Sarcomas” database.

The “Young_vs_Old_Transgenic” database resulthéndetection of 100% of the
subarrays, as it works perfectly in all microarmaages (Fig.6), in spite the presence
of noise.

The experimental results, concerning the LLMPRabase reached to 83.33% of
successful detection of subarrays (Fig.7). Althotlghmicroarray grid of the images
was tilted in most cases, the method managed teatahe alignment and detect the
subarrays properly. In contrast with the “HumamcBmas” database, these images
had sufficient spots density that allows the altponi to produce a more accurate
evaluation of spot spacing. Grid detection haseéhiin very heavily distorted and
noisy images.

4 Conclusions

Image analysis is an essential aspect of microaxmeriments. Until recently, the
pre-processing step of the subarray detection e@sining human intervention with
consequences in the whole procedure, as the maetmdtion is a time-consuming
operation in order to achieve good results. Th@psed method manages to detect, in
a precise manner, a respectable number of subarfalysee different databases, each
one containing various types, regarding to the dbooe of noise, the number of
subarrays and the number of rows and columns oh eabarray, of scanned
microarray images. Among the most important adgegaf the proposed method is
the accurate detection of subarrays even in relgtinoisy and misaligned images.



Fig.6. Original microarray image drawn from the “Young_®Id_Transgenic” database
and its corresponding artificial generated image.
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Fig.7 (a) Original image, (b) Grey scale rotated vers{ah Artificial generated image with
the detected subarrays, (d) Detection of the sapsifior the original image.
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