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Abstract. Data extracted from microarray chips are considered to be an
important source for providing insight about different diseases. Several
studies (including ROC graphs) based on microarray data have been re-
ported for comparison of supervised machine learning approaches. These
comparisons rely on the classification schemes where all the samples are
discriminated no matter how much the classifier is confident on classifi-
cation. In health care domain, it is better to abstain when the confidence
on classification is not sufficiently high enough instead of classifying all
examples with pretty low confidence. In our approach, we proposed to
compare the classifiers’ performance in the scenario of reject option by
considering different reject areas. Based on Accuracy-Rejection tradeoff
we proposed four types of Accuracy-Rejection Curves (ARCs). Empiri-
cal results based on pure artificial data and data synthesized from real
patients’ data for binary classification problem depict the efficacy of pro-
posed comparison.
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1 Introduction

Microarray classification is a topic of great interest in now-a-days medical and
bioinformatics research. Microarrays simultaneously measure the mRNA expres-
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sion level of thousands of genes in a cell mixture at certain times and in different
environmental conditions. One of the main characteristic of this kind of data
is the huge disproportion between the number of examples (generally 10 to 100
microarrays by experiment) and number of features (several thousands of genes).
Microarrays are used in many fields of medical research. Among the most promi-
nent and useful applications is the prediction of a biological parameters based on
the gene-expression profile. For example, by comparing the expression profiles
of different tissue types we can predict different types of tumors with different
outcomes and hence assist in the selection of a therapeutic treatment [6, 1,17].

A large number of methods, from machine learning, have been successfully
applied to classify microarrays, diagonal linear discriminant analysis (DLDA)
and k-nearest neighbors [6], Support Vector Machine [8], Random Forests [2].
Even if these methods produce classifiers with a good accuracy, very often they
are still insufficiently accurate to be used in medical applications. A diagnostic
or a choice of therapeutic strategy must be based on a very high confidence
classifier. While classifying, if the performance is not up to a desired limit, it is
often helpful to introduce a reject option in order to increase the classification
accuracy. The principle is to refrain from taking decision for samples whose
decision is less confident in order to reduce error probabilities so as to meet the
performance level. The performance of a classifier with reject option is based on
both its accuracy and rejection rate.

Considering reject option is of great importance in practice, especially in the
case of medical application where it would be interesting to compare classifiers
with reject option in order to determine the best one. According to our knowl-
edge, there is no comparison study including classifiers with reject option in the
literature. A general assumption is that the comparison of classifiers is the same
with and without reject option. In this paper, we test this assumption and show
that it is wrong. We point out that the rejection has different impact on the accu-
racy of different classifiers, and the best classifier depends also on the quantity of
rejection. Our experiments present comparisons of different classifiers with and
without reject option and investigate the effects of reject option on a prediction
model’s performance using diverse synthetic data sets. Our results show that the
use of reject option considerably enhances the performance of classifiers in terms
of accuracy.

The rest of the paper is organized as follows: in section 2, the theory and con-
cepts of rejection are presented. Section 3 consists of the theory of comparison of
classifiers with reject option. Section 4 describes the synthetic data sets genera-
tion and experimental design. Section 5 gives insights of results and discussion
and finally paper ends with conclusion.

2 Rejection

Chow [3] introduces the concept of reject option in this following way. Consider
a classification problem with two classes, C' = {1,—1}, where an example is
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characterized by a feature vector ze R, and a label yeC'. The posterior probability
is defined by the Bayes’s formula:

p(|Cop(Ci) _  p(x|Ci)p(Ci)
p(a) >oi plalCi)p(Cy)
where p(C;) is the prior probability of class C;, p(z|C;) is the conditional
probability of  given C; and p(z) is the probability of . A classifier is a function
f: RP— > C which divides the feature space into two regions, R; , Ro, one for
each predicted class, such that xeRi means that f(x) = Ci. The performance of
a classifier is measured by its error rate,

p(Cilz) = ; (1)
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which is the probability of making an incorrect classification. The accuracy
of a classifier is defined as the probability of making a correct decision.

alf] =1 —¢€[f], (3)

The classifier minimizing the error is called the Bayes classifier. It predicts
the class having the highest posterior probability:

fBayes(x) = argmazc, (p(Cilz)), (4)

It is not possible to obtain a better accuracy than with the Bayes classifier
given the ture posterior probabilities are known.

If the accuracy of the Bayes classifier is not sufficient for the task at hand,
then one can take the approach not to classify all examples, but only those for
which the posterior probability is sufficiently high. Based on this principle, Chow
[4] presented an optimal classifier with reject option. A rejection region Ryeject
is defined in the feature space and all examples belonging to this region are
rejected by the classifier. An example x is accepted only if the probability that
x belongs to C; is higher than or equal to a given probability threshold ¢:

o) = argmazc,(p(Cslx)) if mazc,(p(Cilx)) >=t (5)
reject if p(Cilz) <V;
The classifier rejects an example if the prediction is not sufficiently reliable.
The rejection rate is the probability that the classifier rejects the example,

p(reject) = /R p(x)dz = p(maz(p(Ci|z)) <= 1), (6)

reject
In classification with reject option, we can define two types of error. The error,

€[f], is the probability of making an incorrect classification. The conditional
error,

[ f] = p(f () # ylaccept) (7)
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is the probability of making an incorrect classification, given the classifier has
accepted the example. The acceptance rate is the probability that the classifier
accepts an example. So, we have the following basic properties:

p(accept) + p(reject) =1 (8)
p(f(x) = y) +p(f(x) # y) + p(reject) =1 (9)
p(f(x) = ylaccept) + p(f(x) # ylaccept) =1 (10)

There is a general relation between the error and rejection rate: According to
Chow [4] the error rate decreases monotonically while the rejection rate increases.
Based on this relation, Chow proposes an optimal error versus reject tradeoff.

In Chow’s theory, an optimal classifier can be found only if the true posterior
probabilities are known. This is rarely the case in practice. Fumera et al. [7]
show that Chow’s rule does not perform well if a significant error in probability
estimation is present. In this case, they claim that defining different thresholds
for each class gives better results. The classification rule becomes:

Flz) = {argma:r.ci (p(Cilx)) if maxc,(p(Cilx)) >=1t (11)
reject if p(Cilx) < ;¥

Although this kind of classifier is popular in the machine learning community,
it is rarely used in microarray-based classification.

In classifier with rejection option, the key parameters are the thresholds ¢;
that define the reject areas. Several strategies have been proposed to find an
optimal reject rule. Landgrebe et al. [13] define 3D ROC curves for a classifier,
where the axes represent the true positive rate, the false positive rate rejected by
the classifier and the false positive rate accepted by the classifier. The optimal
thresholds are chosen by maximizing the volume under the 2D surface. Dubuisson
and Masson [5] propose a rejection rule for problems where the classes are not
well known. They include two rejection options: an ambiguity reject when an
example is situated in the area between several classes and a distance reject
for examples far from the samples of known classes. The approach presented by
Hanczar and Dougherty [9] is to control the conditional error rate of the classifier
and is applied to microarray based classification.

In our work, we do not deal with the problem of optimal tradeoff between
error and rejection. In our approach, we used different rejection areas and com-
puted resulting accuracies. We varied the size of rejection window from 0% to
100% by an increment of 0.2% resulting in 500 rejection windows. To represent
the results we plotted the rejection windows against obtained accuracies.

3 Comparing Classifiers with Reject Option

The performances of classifiers are measured by their accuracy to predict the true
class. This accuracy is estimated by re-sampling procedure like cross-validation
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or bootstrap. A natural question is which is the best classifier for microarray
based classification? Unfortunately the answer is not easy. Several comparative
studies have been published. Man et al. [15] claim that SVM and PLS-DA have
the best accuracy. Dudoit et al. [6] show that simple methods like diagonal
linear discriminant analysis DLDA and k-nearest neighbors produce good results,
whereas Statnikov et al. [16] conclude the superiority of SVM. More confident
conclusion is probably given by both Lee et al. [14] and Huang et al. [11], there
is no classifier uniformly better than the other. Actually, the performance of a
classifier depends heavily on the data. For each classification task, a comparison
study should be done to determine the best classifier.

In case of classification with reject option, the accuracy depends on the error
rate. More we reject, better the accuracy. In this paper we propose a classifiers’
comparison method in the scenario of reject option. The idea is to watch the
accuracies of the classifiers in the function of their reject rate. Based on this idea
we define 4 different situations:

1. Casel: A classifier (say Clsy) initially performs verse than another classi-
fier (say Clss). By opting reject option, Cls; outperforms Clss. Name this
crossing over as T'1 type Accuracy-Rejection Curve(ARC).

2. Case2: Without selecting to reject or rejeting to some extent both the clas-
sifiers Cls; and Clsy perform approximatley same but with more and more
rejection, one of the classifier increases its performace more rapidly than
other. Call this diversion as T2 type ARC.

3. Case3: If Clsy and Clss are very much distinct in their performance without
rejection but the reject option does affect identically to both of them. Name
these curves as T'3 type ARCs.

4. Cased: If Cls; and Clsy are very much distinct in their performance without
rejection then consideration of reject option to certain limit makes the two
classifiers identical in the performance. We will call this merge as T4 type
ARC.

Type 1 (T1) Type 2 (T2) Type 3 (T3) Type 4 (T4)

Accuracy
Accuracy

L7 a2
7

Accuracy
Accuracy

Rejection Rejection Rejection Rejection

Fig. 1. Illustration of the 4 cases of possible Accuracy-Rejection Curves (ARCs).

Receiver operating characteristics (ROC) graphs [18,19] are two-dimensional
graphs in which true positive rate is plotted on the Y axis and false positive
rate is plotted on the X axis. A ROC graph depicts relative tradeoffs between
benefits (true positives) and costs (false positives) without considering reject
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option. In this paper we propose that the performances of classifiers can also
be represented by 2-dimensional Accuracy-Rejection Curves (ARCs) where the
axes are their accuracies and rejection rates. Figure 1 illustrates the 4 different
cases that we defined.

4 Experimentation

In this section we will first discuss the two types of data generation mechanisms:
First, pure artificial data; Second, synthetic data based on patients’ data from
published works i.e. Alon et al., Shipp et al., and Golub et al. Then experiment
design is discussed.

4.1 Data

We have based our experimentations on artificial data. The main interest of using
synthetic is the possibility to compute accurately the error and rejection of each
classifier. In high dimensional settings, where the number of samples remains
very small as compared to the number of attributes of the samples, if we use
real data, we have to use resampling methods like cross-validation or bootstrap
in order to estimate the error rate. But, it have been shown that these methods
are not reliable in high dimension [12, 1]. The main reasons of this problem come
from the high variance of the estimators and the lack of correlation between true
and estimated errors [10].

We consider 2 class classification problems where each class follows a Gaus-
sian distribution. The classes are equally likely and the class-conditional densities
are defined as: N(p1;01 ), and N(ug;02 > ), where g = (—1,—1,—1,....), and
w2 = (1,1,1,....). The covariance matrix of each class is defined by o; Y where
> has a block structure. That means, we define in Y B blocks, each feature
is associated to a unique block. The correlation between two features in the
same block is p, the correlation between two features from different blocks is 0.
In varying the parameters of our model (1,2, B, p,01,02) we can construct
different kinds of classification problems (linear or non linear, with or without
correlated features). For pure artificial data, we choose the parameters of the
model. For artificial data from real data, the parameters of the model are esti-
mated from real data using EM algorithm. We have used three real microarray
datasets from cancer: colon (Alon et al.), lymphoid malignancy (Shipp et al.)
and leukemia (Golub et al.).

For each classification problem, we generate data with 20 features, called
noise free features. In real microarrays most of the genes are irrelevant for the
classification task in hand. So to have a more realistic aspect, 380 irrelevant or
noise features d;,..r = 380 are added to artificial datasets. A noise feature follows
the same Gaussian distribution for the two classes N(u; o). The generated data
contain N examples, 400 features where 380 are noise features and 20 are noise
free features.

The different settings and description of the parameters can be found on the
companion website http://bioinfo.nutriomics.org/~sajjad/ARC/.
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4.2 Experimental Design:
We used following decorum in our experimental design.

1. Generate class-labelled train data ng-containing 50, 100 or 200 examples and
a total of D = Dy + D,, features.

2. Generate test data nyscontaining 10000 examples and a total of D = D,y +
D,, features.

3. Find 20 or 40 best features by using t-test feature selection method on DT,
and reduce train data by selecting only ds.; = 20 best features from train
data set.

4. Reduce test data by driving the same best features from test dataset DTj.

. Apply a classification rule to build a classifier Cls from DT, according

to most widely used classification rules for microarray analysis including
Support Vector Machine Linear kernel (SVM-Linear); Support Vector Ma-
chine Radial kernel (SVM-Radial); Linear Discriminant Analysis (LDA);
Quadratic Discriminant Analysis (QDA); random Forest (RF).

. Compute true error rate/rejection rates of the underlying model.

. Repeat step 6 for all sizes of rejection windows Ry, = {0.002,0.004, 0.006, .....100.000}

. All steps 1-7 iterated 100 times.

. Final result is averaged from all iterations.

ot

© 0 3 O

We randomly generated 100 different data sets in each case and then these
100 replications are used for classification using classification rule (SVM-Linear,
SVM-Radial, LDA, QDA, etc).

Our experimentations are based on two kinds of data: pure artificial data
generated from Gaussian models, synthetic data generated from real microarray
data and Gaussian models from microarray studies: colon cancer data (Alon et
al.), lymphoid malignancy (Shipp et al.) and acute myeloid leukemia” (AML)
and acute lymphoblastic leukemia (ALL) (Golub et al.).

5 Results and Discussion

The experiments use both pure synthetic data and synthetic data based on real
microarray patient data. The experiments on synthetic data permit very accurate
estimations of the error and rejection rates.

In each of the following figures we plot average rejection versus average ac-
curacy for all classification rules R = 5 and for one of the data sets. Here we
present some typical results while leaving the complete results on the companion
website http://bioinfo.nutriomics.org/~sajjad/ARC/.

In the plots solid lines represent the rejection accuracy curve of SVM with
Radial kernel, dashed lines show SVM with Linear kernel, dotted lines are of
LDA, dashed-dotted lines are of QDA, and filled-circle lines represent RF.

We obtained Figure:2A by simulating the data where the problem is lin-
ear with non-correlated features; 1 Gaussian per class, train data contains 50
examples and test data have 10000 examples. Here we notice that SVM-Radial
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Fig. 2. A(left):Rejection verses Accuracy curve on linear, non-correlated data with
1 Gaussian per class where train set = 50 examples and test set= 10000 examples.
B(right):Rejection verses Accuracy curve on non-linear, correlated data with 1 Gaus-
sian per class where train dataset =100 examples and test dataset = 10000 examples.

without rejection (0% rejection) produces around 87% accuracy and RF without
rejection (0% rejection) results 85% accuracy. By opting to reject around 50%
RF becomes better classifier than SVM-Radial. Also an interesting point here
in Figure:2A is that with 45% rejection rate both LDA and SVM-Linear behave
similarly as for as accuracy is concerned. But after 45% rejection, LDA outper-
forms SVM-Linear. Figure:2A depicts that initially without rejection LDA and
SVM-Linear have almost identical accuracies. While rejecting on 3% and more
samples SVM-Linear performs better than LDA.

Figure:2B results from data possessing non-linear data with correlated fea-
tures; 1 Gaussian per class where we have 100 examples as train data and 10000
examples as test data. Here, LDA and SVM-Linear produce similar accuracies
starting from without rejection (0% rejection) to 18% rejection but from 19%
rejection SVM-Linear starts performing much better than LDA.

Figure:3 contains the plot of data synthesized from colon cancer patient
dataset with 5 Gaussians per class and with train data equal to 200 exam-
ples and test data consist of 10000 examples. In Figure:3, while comparing LDA
and SVM-Radial, we found the situation where curves of LDA and SVM-Radial
cut each other making LDA better than SVM-Radial. Also this figure does show
that on evaluating the performances of QDA and SVM-Radial, QDA outper-
forms SVM-Radial on having reject option.

Each of our result reflects that as we reject more, we get more and more
accuracy. Not all the classification rules used here respond identically to reject
option. Our study shows that some respond more quickly and we get more ac-
curate classification than that of others.
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Fig. 3. Rejection verses Accuracy curve on Synthetic data from colon cancer patient
dataset with 5 Gaussians per class where train dataset = 200 examples and test
dataset= 10000 examples.

Table 1. Summary of Curves obtained in experimentation based on Pure synthetic
data where T'1, T2, T'3 are cases illustrated in Figure:1

No. of Gaussians
1 2
Block size |Train Samples|o1 = o2|02 = 01/2|01 = 02|02 = 01/2
50 T1, T2 T3 T2 T2
1 100 T1 T2 T1, T2 T1
200 T1, T2| T2 |TL,T2| T1, 12
50 T1, T2| T2, T3 |T1, T2 T2
2 100 T1,T2| T3 |T1,T2| TI
200 T1 T2 T1, T2 T2
50 T1, T2| T1, T2 |TL, T3| T2
4 100 T1, T2 T2 T1, T2 T1
200 T2 | T2, T3 |T1, T2| T2, T3
50 T1, T2 T2 T1, T2 T1
5 100 T1, T2 T2 T1, T2 T2
200 T1, T2| T2, T3 |T1, T2| T2
50 T2 T2 T1, T3| T1, T2
10 100 T1, T2 T2 T1, T2 T2
200 T1, T2| T1, T3 |T1, T2| T2
No Block 50 T1, T2| T2, T3 |T1, T2| T2
(Non-Correl) 100 T3 T2 |T1,T2| TI1
200 T2, T3 T2 T2 T1, T2
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By analysing three presented figures in this section, we have interesting re-
sults where different classification rules respond differently different at different
rejection rates. Empirical results show that most of the times one or more clas-
sification rules outperform the other(s).

On the basis of above presented results and discussion we can have three out
of four types of ARCs proposed in the section Comparing Classifiers with Reject
Option.

The identification of these types of curves is advantageous in several ways.
First: during the selection of suitable classifier for a classification problem if T'1
curves are available during selection process then the classifier which outperforms
the others should be given priority. Second: In case of T2 curves, we may reject
upto desired limit and then the classifier with high performance may be utilized.
Third: When T'3 curves are there then at a given rejection extent, the classifier
with higher performance should be selected for use for that specific dataset for
which the comparison was made.

Table 2. Curves obtained in experimentation based on synthetic data from real mi-
croarray data.

No. of Gaussians
Data |Train Samples| 1 2 5
Golub 100 T3 |T3| T3
200 T2 |T3| T3
Alon 100 T2 |T2| T1
200 T1, T2|T3|T1, T2
Shipp 100 T3 |T3| *xxx
200 T3 |T3| *xxx

*xxx = Don’t have results.

In Tables 1 and 2 we summarize our all the 90 experiments based on the
above mentioned categories of curves.

While experimenting with pure artificial data we noticed that in 72 experi-
ments we have 40 times the situation when one or more classifier outperforms
the other (by crossing over of curves i.e. category T'1). Also an interesting point
is that we have 59 situations where without or with some rejection, two or more
classifiers perform almost identically. But with more or less rejection, one of the
classifier improves its prediction capability more promptly than the other (cat-
egory T'2). Here we have only 12 cases where T'3 type curves are present in the
results. Please refer Table 1.

In total of 90 experiments we found 43 times when one or more classifier
outperforms the other through T'1 curves. We also experienced 64 T2 curves.
Please refer Table 1 and 2. The presence of more T2 and T'3 curves reflects that
the use of reject option in comparison of classifiers is extremely fruitful and in
most of the cases aids in more optimal classifier selection. The presence of 22 T'3
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shows that sometimes rejection does not affect very much on the performance
of the classifiers and there remains no significant change in the performances of
two classifiers as compared to each other.

6 Conclusion

We have studied classifiers performance with reject option. The accuracy of
a classifier depends highly on its rejection rate. We introduce the accuracy -
rejection rate curves (ARCs) that allow to accurately represent the performance
of classifiers. We see that it is necessary to watch both accuracy and rejection rate
to compare two classifiers. On the basis of our empirical results we categorize the
classifiers comparison into four types. First: the crossing over T'1 type of ARCs
where one of the classifier starts performing better than the other using reject
option as in Figures:2A and 3. Second: T2 type of ARCs in which one of the
two classifiers boosts its performance more rapidly than the other. For example
Figure:3. Third: T3 ARCs are produced when there is no significant change in
the performances of the two classifiers with reject option as compared to each
other as in Figure:2A and B, and Figure:3. Fourth: sometimes two classifiers
without rejection give different accuracies but with some rejection both of them
start producing almost the same accuracies(T4 type ARCs).

We made classifiers comparisons on a high number of experiment based on
artificial data for 500 different reject areas ranging from 0.2% to 100% reject
rates. We use different settings of parameters for pure synthetic data to construct
different kinds of classification problems (linear and non-linear, correlated and
non-correlated features with train sets). For synthetic data from real patients’
data, model’s parameters depend on the real data. In our results the presense of
large number of T1 and T2 types of ARCs shows that ARCs are of interest while
comparing classifiers’ performances. Small number of T3 type ARCs reflects that
there are some possibilities of no significinat change in performance of a classifier
while using reject option but the chances remain very little. In our results we
don’t have any clear T4 type of curves but they may be of interest if present
while experimenting with real microarray data sets. Obtaining optimal reject
area is still an open question and needs further exploration. In function of the
rejection rate, the conclusion of the comparison can be different.
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